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Abstract	
  
Particles in non-isothermal turbulent flow are subject to a stochastic environment that produces a 
distribution of particle time-temperature histories.  This distribution is a function of the dispersion of the 
non-isothermal (continuous) gas phase and the distribution of particles relative to that gas phase.   In this 
work we extend the one-dimensional turbulence (ODT) model to predict the joint dispersion of a 
dispersed particle phase and a continuous phase.  The ODT model predicts the turbulent evolution of 
continuous scalar fields with a model for the cascade of fluctuations to smaller scales (the ‘triplet map’) at 
a rate that is a function of the fully resolved one-dimensional velocity field.  Stochastic triplet maps also 
drive Lagrangian particle dispersion with finite Stokes numbers including inertial and eddy trajectory-
crossing effects included.  Two distinct approaches to this coupling between triplet maps and particle 
dispersion are developed and implemented along with a hybrid approach.  An ‘instantaneous’ particle 
displacement model matches the tracer particle limit and provides an accurate description of particle 
dispersion.  A ‘continuous’ particle displacement model translates triplet maps into a continuous velocity 
field to which particles respond. Particles can alter the turbulence, and modifications to the stochastic rate 
expression are developed for two-way coupling between particles and the continuous phase.  Each aspect 
of model development is evaluated in canonical flows (homogeneous turbulence, free-shear flows and 
wall-bounded flows) for which quality measurements are available.  ODT simulations of non-isothermal 
flows provide statistics for particle heating.  These simulations show the significance of accurately 
predicting the joint statistics of particle and fluid dispersion.  Inhomogeneous turbulence coupled with the 
influence of the mean flow fields on particles of varying properties alters particle dispersion.  The joint 
particle-temperature dispersion leads to a distribution of temperature histories predicted by the ODT.  
Predictions are shown for the lower moments and the full distributions of the particle positions, particle-
observed gas temperatures and particle temperatures.  An analysis of the time scales affecting particle-
temperature interactions covers Lagrangian integral time scales based on temperature autocorrelations, 
rates of temperature change associated with particle motion relative to the temperature field and rates of 
diffusional change of temperatures.  These latter two time scales have not been investigated previously; 
they are shown to be strongly intermittent having peaked distributions with long tails.  The logarithm of 
the absolute value of these time scales exhibits a distribution closer to normal. 
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Introduction	
  
One approach to neutralize biological agents involves the use of devices that provide either a thermal or 
chemical environment that is lethal to the biological agent.  Such an environment is typically provided 
through an explosive dispersal process that is expected to cover much of the area of interest, but this blast 
can also displace agents in a manner that can reduce their exposure to the lethal environment.  This 
project addresses the post-blast-phase mixing between the biological agents, the environment that is 
intended to neutralize them, and the ambient environment that dilutes it.  In particular, this work 
addresses the mixing between the aerosols and high-temperature (or otherwise toxic) gases, and seeks to 
understand mixing environments that insure agent kill. Currently, turbulent mixing predictions by 
computational fluid dynamics (CFD) provide a certain degree of predictivity, and other programs are 
addressing research in this area.  A significant challenge in standard CFD modeling is the accurate 
prediction of fine-scale fluid-aerosol interactions.  Here we seek to study the statistics of particle 
interactions with high-temperature gases by employing a stochastic modeling approach that fully resolves 
the range of states (by resolving the full range of turbulent scales down to the molecular mixing scales).  
This stochastic approach is referred to as the one-dimensional turbulence (ODT) model and will provide a 
new understanding of low-probability events including the release of a small fraction of biological agents.  
These crucial low-probability events constitute the tails of a probability distribution function of agent 
release which are particularly difficult to model using existing approaches.   

Of relevance to neutralizing biological agents is the fact that some time-integrated exposure is generally 
required.  This work seeks to develop an understanding of time-integrated particle-environment 
interactions by quantifying the relationship between these histories and predictable quantities.  Here, 
predictable quantities are those that can be predicted in the context of a CFD simulation that does not 
resolve fully the range of length and time scales and thus requires some modeling of the particle time-
temperature histories.  As will be discussed in the Statistics section below, this involves characterizing the 
relative motions of the particles and the high-temperature gases and relating these characteristics to 
predictable quantities.  This will provide guidance on the modeling requirements for physics-based 
prediction of the particle time-temperature histories.   

The primary method by which we will obtain statistics regarding the relative motions of the particles and 
the high-temperature gases is the ODT model [1-3].  In the ODT model, the full range of length scales is 
resolved on a one-dimensional domain that is evolved at the finest time scales.  This allows a direct 
simulation of all diffusive and chemical processes along a notional line-of-sight through the turbulent 
flow.  Turbulent advection is incorporated through stochastic eddy events imposed on the domain.  The 
turbulent energy cascade arises in the Navier-Stokes equations through the nonlinear interaction of three-
dimensional vorticity.  This cascade results in length scale reduction and increased gradients.  The ODT 
model incorporates these effects through “triplet maps,” the size, rate, and location of which are 
determined by the state of a locally evolved instantaneous velocity field that provides a local measure of 
the rate of the turbulent cascade.  The evolution of eddy events implemented through triplet maps 
reproduces key aspects of the turbulent cascade.  That is, large scale fluctuations cascade to smaller scale 
fluctuations with increasing rate, while the magnitude of the fluctuations decreases appropriately, 
reproducing typical spectral scaling laws.  In this work, we briefly review the physics of interest relevant 
to the application area. Then we summarize the implementation of Lagrangian particles into the ODT 
model.  We discuss several comparisons between ODT predictions and experimental measurements that 
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serve to provide some confidence in the ability of ODT to predict quantities of interest.  Finally, we 
provide some statistics of interest from simulations of non-isothermal free shear flows with Lagrangian 
particles to develop an understanding of particle time-temperature histories.  

Before proceeding further, it is important to put the present ODT-based approach into the context of more 
traditional CFD simulation techniques.  For Reynolds-averaged solutions of the Navier-Stokes equations, 
(RANS), only lower moments (e.g., averages) of quantities of interest are available and there is no 
information about the tails of the distribution, such as pockets of gas with low temperatures. For large-
eddy simulation, LES, the finest scales are filtered; to the extent that these fine scales are important in 
determining the particle temperature history, LES needs to account for this in a manner that has to date 
not been examined.  The present ODT modeling approach provides the information necessary to construct 
the required full distribution of states by explicitly resolving the fine-scale processes.  At the same time, 
traditional CFD is better able to handle complicated geometric environments, in part because these 
methods are developed for those environments and in part because the simplifications employed in the 
ODT model are aimed directly at avoiding geometric complexity.  In this sense, ODT is completely 
complementary to approaches like RANS and LES.  RANS and LES have the greatest fidelity toward the 
large-scale dynamics while all of the small-scale processes are subsumed within models.  Conversely, 
ODT prescribes a model for the large-scale dynamics, but completely resolves the small-scale processes 
including the statistically rare events.  The link between these two complementary approaches is as 
follows.  The driving force in ODT for the modeled large-scale mixing is the overall shear energy of the 
flow.  This shear energy, in the form of an overall velocity gradient, gives a time scale for the turbulent 
cascade of large-scale fluctuations to the diffusive scales.  Also input to an ODT simulation is a length 
scale and some information about boundary conditions.  These quantities required for an ODT simulation 
tend to be well predicted by traditional CFD.  Since the output from an ODT simulation includes 
information not accessible from traditional CFD, these approaches are nicely complementary.   

Basics	
  of	
  particle	
  time-­‐temperature	
  histories	
  
It is known that biological agents can be neutralized through exposure to sufficiently high temperatures or 
chemically-hostile environments for a sufficient duration [4].  In this work we have focused on thermal 
inactivation as a model with the premise that net particle heating to some critical temperature, Tcr, is 
required to neutralize the particle.  With this premise, to heat a particle to Tcr one should consider a 
simplified particle temperature equation 

 
,
 (1) 

where Tg and Tp are the gas and particle temperatures, respectively, and τh is the characteristic heating 
time for the particle.  This heating time scale, τh, will depend on the particle size, its fractal nature, its 
thermal characteristics, the gas thermal characteristics and its slip velocity relative to the gas, among other 
things.  In the present work, we take to τh be given except for the consideration of its slip velocity and, in 
particular, correlations between its slip velocity and the gas temperature field.  A similar expression for 
exposure to a gas-phase chemical species, Cg, that has deleterious effects on the particle might be written 

 
,
 (2) 
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where τc is the characteristic time for diffusion of Cg to the particle and Cp counts the accumulation to a 
lethal dosage.  Since Eq. (2) is so similar to (1) the bulk of the discussion will refer to temperature 
evolution with the understanding that the discussion applies to both.   

With Eq. (1) forming the basic particle evolution model at this stage, with Tp > Tcr indicating a neutralized 
particle, an objective would be to determine the probability that the particle temperature exceeds the 
critical temperature, Prob(Tp > Tcr).  With this objective, in addition to the heating time scale, the 
important quantity that determines the particle temperature evolution is the gas temperature that a particle 
‘sees,’ the environment temperature.  There are two components to this observed gas temperature: the 
statistics of the observed gas temperature and the characteristic time scales of temperature extrema.  To 
illustrate this, we discuss an environment temperature, Tg, that varies as a square wave between two 
values, one temperature below Tcr and one temperature above Tcr.  During each segment of the square 
wave, the particle temperature exponentially approaches the environment temperature with a time 
constant τh   

 . (3) 

Here, Tp,f and Tp,0 are the final and initial particle temperatures, respectively, for each wave segment of 
duration Δt.  If τh is sufficiently small and if Tg is sufficiently large, then a single square wave might 
neutralize the particle.  This is demonstrated in the upper panel of Figure 1. If this does not occur in a 
single square wave, then a sequence of multiple square waves might neutralize the particle if the duration 
between high temperature environments is smaller than the duration between low temperature 
environments as indicated in the middle and lower panes of Figure 1.   Thus, to predict Prob(Tp > Tcr) 
involves predicting the joint statistics of temperature and time scales.  Of course, within a turbulent flow 
field the temperatures and time scales do not have a simple bimodal-delta-function distribution.  These 
statistics are expressed in terms of the joint probability density function P(Tg, Δt).  This will be discussed 
in the following subsections after a comment regarding more complex particle neutralization criteria. 

It is straightforward to employ nonlinear particle response models, and those nonlinearities will alter the 
statistical requirements associated with neutralization.  For example, if variations in water vapor pressure 
are critical, these introduce a nonlinearity (vapor pressure being roughly Arrhenius in temperature) that 
could be tracked within the particle context.  In this case, the particle neutralization criteria might instead 
be written Prob(pH2O(Tp) > pcr ) where pH2O(Tp)  indicates the nonlinear relationship between the vapor 
pressure and particle temperature.    
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Figure 1.  Particle temperature response to hypothetical gas-phase temperature following a square wave pattern with 
high temperature durations Δ t and low temperature durations Δ t’.  Depending on Tg and Δ t relative to Tcrit and τη, the 
particle temperature may or may not exceed Tcrit. 

Statistics	
  of	
  gas	
  temperatures	
  
To leading order the temperature distribution is important.  Generally in CFD the full distribution cannot 
be predicted without fully resolving the flow, so the distribution will need to be related to moments of the 
distribution: the mean temperature, its variance and the higher moments.  The higher moments become 
more significant in identifying probabilities near the extremes of the temperature distribution.  That is, 
near the edges of the turbulent flame when the typical temperature is not sufficiently high, we rely on 
intermittent excursions of high temperatures to neutralize particles.  The probability of these intermittent 
high temperatures is described by the tails of the temperature PDF.  Also important are the low 
temperature tails of the temperature distribution that might be associated with improbable failures to 
neutralize particles.  In situations where mixing of hot and cool gases occurs in conjunction with heat 
losses, to walls for example, if the gas cooling occurs before mixing with cool gases containing particles, 
there might be a failure to neutralize particles.  Higher moments affecting quantities such as skewness and 
kurtosis will also alter the relative durations of specific temperatures.  This would alter the Δt associated 
with high and low temperature regions as in the square wave example.  

Significant parameters determining temperature statistics include: 

• Domain average temperature prior to heat losses, Tav,0,  relative to Tcr. 
• Magnitude of initial temperature fluctuations relative to Tav,0 -  Tcr. 
• Characteristic (wall) heat loss temperature, Tw, relative to Tcr. 
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• Time scale for mixing of hot gases with particle-containing gases relative to time scale for 
particle heating. 

• Time scale for mixing of hot gases with particle-containing gases relative to time scale for heat 
losses. 

• Time scale for mixing of hot gases with particle-containing gases relative to time scale for long-
time heat release (fuel-oxidizer mixing or energetic particle burning). 

It is important to note here that during the flow evolution, temperature inhomogeneities associated with 
unmixedness are dissipated, so that the time scale for mixing of hot gases with particle-containing gases is 
effectively a time scale for temperature homogenization.  At the same time, the time scale for heat losses 
introduces inhomogeneities in the temperature field by introducing cool fluid elements.  Depending on 
how distributed long-time heat release is this could introduce additional temperature inhomogeneities.  

Figure 2 shows an example of a temperature PDF computed using ODT for a buoyant vertical wall fire.  
Ethylene fuel is fed through the wall at a rate of 390 L/min at 300 K.  The PDF is shown at several 
distances from the wall at a height of 1.8 m.  As the wall is approached the PDF peaks at higher 
temperatures.  Away from the wall, the PDF peaks at lower temperatures due to air entrainment.  The 0.15 
m curve shows a bimodal distribution with a low-temperature spike at the air temperature.  This would 
also occur very close to the wall (not shown) where peaks would occur at the cold fuel temperature and 
the hot flame temperature.    

 

 
Figure 2. PDF of temperature at distances from a vertical wall fire at a height of 1.8 m computed using the present ODT 
code. 

Relevant	
  time	
  scales	
  for	
  particle	
  time-­‐temperature	
  histories	
  
As discussed in the Basics of particle time-temperature histories section, the time during which a particle 
experiences a given temperature, relative to its characteristic thermal response time, is an important 
parameter.  Time scales will exist for the evolution of the entire flow, and these integral time scales are 
readily determined using traditional CFD methods.  These time scales for the overall flow evolution are 
expected to determine the typical particle response.  However, individual particles will observe a range of 
temperature fluctuations about the mean behavior over varying time scales.  A characteristic of turbulence 
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is that the time scales vary over many orders of magnitudes, and an advantage of the stochastic approach 
employed here is that this captures this full range of scales.  Specifically, we provide the time scales 
associated with the rates of evolution of the gas temperature, Tg, from a Lagrangian reference frame 
moving with a particle.   

The rate of temperature change from the particle perspective is written as  

 . (4) 

The first term on the right-hand side of Eq. (4) describes the change in the observed temperature as the 
particle moves relative to the gas-phase field.  This is particularly relevant for large ballistic particles 
(large Stokes numbers) that can move rapidly through the gas-phase field.  This term involves the 
temperature gradient that will need to be understood at dissipative scales.   The second term is written in 
terms of the substantial derivative for a fluid element 

  (5) 

and describes the change in the gas temperature of that fluid element.  This term is particularly relevant 
for small particles (small Stokes numbers) that follow the gas-phase flow since the velocity difference, 

, approaches zero for these particles.  It is noted here that the temperature conservation equation 

can be used to replace the right-hand side of Eq. (5) with  

 
  

DTg

Dt
= ∇⋅ DT∇Tg( ) + q  (6) 

which shows that the second term of Eq. (4) also depends on diffusion and reaction processes that occur 
at diffusive scales ( q  is the heat release rate).  

Both sets of terms in Eq. (4) involve statistics of temperature gradients, diffusive processes or source 
terms.  In general it is difficult to determine reactive scalar gradients within the context of CFD, and in 
the present work we will focus on relating these to the statistics of conserved scalars, their gradients and 
dissipation.  That is, when the temperature is a reacting scalar, it will be related to other conserved scalars.  
A standard method of doing this is to relate the reactive scalars to the so-called mixture fraction variable 
that describes the (elemental) fraction of the fluid that originated in the fuel stream.  Conditional-moment 
closure [5] and flamelet methods [6] are based on these relationships.  To leading order, temperature and 
other reacting-scalar quantities are a function of the mixture fraction so that computation of the mixture 
fraction is often sufficient for describing the temperature evolution.  This dependence of temperature on 
the mixture fraction is continuous and piecewise linear in the fast chemistry limit.   

In the conserved scalar context, the conserved scalar dissipation rate 

  (7) 

is appropriate for describing gradients, such as the temperature gradient appearing in the first term in Eq. 
(4).  In Eq. (7), D is the diffusion coefficient appropriate for the scalar and ξ is the conserved scalar 

( )g g
p g g

p

dT DT
v v T

dt Dt
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Dt dt
= + ⋅∇

p gv v−

22Dχ ξ= ∇
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(mixture fraction). It should be noted that the units of the scalar gradient can be thought of as “crossings 
per path length,” and in the context of ballistic particles moving relative to the fluid, the frequency of 
crossings corresponding to specific temperature values are the objective.    

The ODT simulations provide statistics for the gradient of the mixture fraction or the temperature that 
appear in Eqs. (4) and (6).  It is of interest to express these statistics in terms of the inverse time scale for 
temperature changes that appears on the right hand side of Eqs. (4) and (6).   For example, the probability 
density function (PDF) for the inverse time scale can be expressed from the statistics for these time scales.  
For the first term on the right-hand side of Eq. (4), the rate at which the temperature changes due to the 
particle moving through a temperature field, this PDF would be  

 P Δt( )−1( ) = P vp − vg( )∇Tg( )   (8) 

where P(x) is the PDF for x.  This PDF will tend to be more important when particles have large slip 
velocities, associated either with larger particles or greater acceleration.  The analogous PDF for the time 
scale associated with the first term on the right-hand side of Eq. (6) would be  

 P Δt( )−1( ) = P ∇⋅ D∇Tg( )( )   (9) 

Examples of these PDFs will be given below where it will be seen that the rates of temperature change in 
turbulent flows varies over several orders of magnitude.  In some cases, it will be useful to conditionally 
sample the increasing and decreasing temperature separately and then to measure the statistics of the 
logarithm of that quantity.  The statistics of the logarithm tend to be better behaved for processes like 
those associated with turbulent time scales.   
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Particle	
  models	
  within	
  the	
  ODT	
  model	
  
Lagrangian particles were implemented in the ODT code for this project based on the work of Schmidt et 
al. [7], who used ODT to study particle deposition in non-reacting flows.  We have extensively analyzed 
the characteristics of the ODT-particle model including a sensitivity analysis of the additional parameter 
that appears in the particle model [8].  Further, we have extended the ODT particle model capabilities in 
two ways, providing for alternative couplings between the fluid and particle evolution described as type-C 
(and the option for type-IC) compared to type-I interactions described in the following.  Further, we have 
developed algorithms for two-way coupling between particles and the fluid allowing the particles to 
modulate the turbulence, as occurs for example in flows where the particle mass fraction is not small; the 
two-way coupling is described in the subsequent subsection. 

Particle	
  eddy	
  interactions	
  
Prior to describing the ODT particle models, we note that ODT consists of two concurrent processes: (1) 
evolution of unsteady diffusion-reaction equations for mass, momentum, energy, and scalar components 
(e.g. chemical species); and (2) stochastic eddy events implemented using the triplet map described above 
that occur instantaneously and model turbulent advection.  Details of the present ODT code and its 
implementation are available in Lignell et al. [9].  The particle evolution during diffusive advancement is 
similar to other Lagrangian particle approaches in which we integrate the particle drag law, specifying 
particle velocity and position on the line.  Particle transport during eddy events is somewhat more 
challenging.  Eddy events in ODT occur instantaneously, but the transport effect on particles occurs due 
to drag over a period of time.  We have implemented two methods of describing the particle eddy 
interaction, type-I and type-C, as well as a hybrid method referred to as type-IC. 

Eddy events for all eddy types are characterized by a position, a size Le and a time scale τe.  This eddy 
time scale is related to the rate of eddy events by a parameter βp that is an adjustable constant within the 
model.  Like in other multiphase flow models, this constant can be determined through predictions of 
eddy dispersion in the presence of non-negligible particle settling velocities.  The analogy for k-ε particle 
models is the constants relating k/ε to the eddy lifetime [10, 11].  During an ODT eddy event, each 
location in an eddy is mapped to a new location according to the triplet map definitions in ODT.  This 
local displacement is denoted Δxe, and an eddy velocity is created as ve= Δxe/βpτe.  This is the gas velocity 
felt by the particles during the eddy event. Each particle in the eddy region will interact with the eddy for 
a time τi ≤ βpτe.  The interaction time will equal the eddy time if the particle remains in the eddy region for 
all of the eddy time.  Otherwise, the interaction time is the time at which the particle trajectory takes it out 
of the eddy region.   

The initial particle implementation, referred to as type-I (for instantaneous), gives an apparent 
instantaneous particle displacement related to the fluid displacement by the eddy, Δxe, by the particle drag 
law assumed to occur over an eddy-interaction time. This eddy-interaction time occurs in parallel to the 
normal time evolution. This type-I interaction has several important features including rigorous matching 
of the tracer particle (or small particle) limit where the particles remain associated with fluid elements.  
This is important in the prediction of particle temperature evolution where the fluid diffusional processes 
are the most important effect in the evolution of the particle-observed temperature as per Eq. (6).  Other 
aspects of our implementation of the type-I eddy interaction are given in Ref. [8].  Figure 3 graphically 
illustrates the type-I particle-eddy interaction process.   
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Figure 3.  Particle trajectories during the type-I eddy interaction from Ref. [12].  In the eddy-interaction time frame the 
effect of fluid motion on the particle motion is determined (left).  In the real time coordinate the particle displacement and 
momentum change associated with the eddy event appears instantaneous, as does the fluid dispersion (right).  Open and 
closed circles show the initial and final fluid locations, respectively.  The box indicates the eddy region in space-time.   

To determine particle velocities and time correlations needed for predicting statistics of interest [12] the 
effective particle velocity field leading to that displacement is mapped backwards in time. This is 
discussed in detail in our publication [8]. 

The type-C particle-eddy interaction model differs in that the particle-eddy interactions are not discrete 
events like the fluid remapping during an eddy event.  Rather, they occur in a continuous manner over a 
finite time during the diffusive advancement within ODT.  As in type-I interactions, an eddy event 
induces a fluid velocity, ve= Δxe/βpτe, that acts on the particle through the drag law over a period of time 
given by the smaller of the eddy lifetime or the time that the particle leaves the eddy region.  These 
velocities are mapped forward in time so that they occur continuously in time during the diffusive 
advancement.  Figure 4 illustrates particle trajectories and the eddy locations for this type-C interaction, 
and can be compared with Figure 3. The type-C interaction is advantageous for simulation of larger 
particles where there is significant slip velocity.  These particles can cross temperature minima and 
maxima as they cross an eddy and this is retained in the type-C interaction.  Refer, for example, to the 
first term on the right-hand side of Eq. (4).  Also note that the particle heat transfer coefficient is 
implemented as a type-C interaction for both eddy types as described in Ref. [12]. Unlike the type-I 
interaction, type-C interactions do not reduce to the tracer limit as the particle size is reduced; this is a 
disadvantage of the type-C model. 

The third type of eddy interaction that has been implemented is a hybrid interaction referred to as type-IC.  
This acts as a type-I eddy for particles that are in the same location as an eddy event during the actual 
eddy event, while it acts as a type-C interaction for particles that cross into the eddy domain during the 
eddy lifetime.  In this sense, it may be possible to simultaneously capture the important small and large 
particle limits within a single model.  As of this report, we do not have sufficient results to determine 
whether there is a difference in the particle time-temperature history for the different eddy interaction 
types.   
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Figure 4. Illustration of notional particle trajectories in type-C interactions.  The left plot shows the particle path and the 
eddy locations.  The right plot shows the eddy interaction regions where it is seen that multiple interactions can occur 
simultaneously. 

Comparison	
  of	
  type-­‐I	
  and	
  type-­‐C	
  model	
  attributes	
  
In this section, the differences between type-I and type-C particle interaction implemented in this study 
are further disscussed. In a type-I interaction, the particle has an instantaneous x displacement when it is 
in an eddy region. That is, the particle goes through a discontinuous “jump” due to the eddy interaction, 
and then the interaction will expire immediately because the eddy event implementation is instantaneous. 
It turns out that each particle can interact with only one eddy during every type-I interaction. In contrast 
to type-I interactions, there is no instantaneous “jump” of particle motion in the type-C interaction; 
however there is a “jump” in the fluid properties associated with the triplet map.  Although an eddy event 
is still instantaneous, the eddy effect on particles is allowed to exist in an interation time coordinate for 
the eddy duration. The particle has continuous interactions with eddies no mater when and where it enters 
the same space and time region as the eddy has. It is quite likely that one particle can feel the effects from 
multiple eddies simultaneously. Implementation of type-C interactions in ODT requires keeping track of 
the positions of all eddies from the time each eddy is born until that individual eddy’s duration has 
expired.  

In the type-I eddy model, the particles are less likely to interact with the eddy event when the line velocity 
becomes large.  A particle only interacts with an eddy if it is in the eddy region when the eddy occurs, and 
this becomes unlikely if the particle traverses the domain quickly.  In the limit of infinite particle velocity, 
the particle would not interact with any eddies since the particle trajectory and triplet maps would be 
paraellel lines. However, no matter what the context of the eddy interaction is, the type-C eddy model 
always allows the particles to interact with eddies when they occupy the same spatial-temporal 
coordinate.  

In the type-C interaction, the particles are able to interact with the eddy in several different ways: (1) a 
particle could enter the eddy box in the line direction at the time the eddy is born (as in type-I); (2) a 
particle could enter the eddy box through the offline edges; (3) if the eddy is still active, a particle could 
re-enter the eddy through any edge of the box. In the implementation of the type-C interaction, we have 
deveoloped a new scheme to allow the eddy box to move in x, y, and z directions similar to the type-I 
interaction.  That is, the relative motion of a particle and an eddy box is recorded in all directions until 
either the particle crosses out of the box or the eddy expires. This is important for the type-C interaction 
to capture the crossing trajectory effect.    
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In the type-I interaction, the eddy box moves in the off-line directions using the local fluid velocity.  
Conversely, an average velocity is used for the type-C interaction. Schmidt used an average velocity for 
all simulations [7, 13]. While there is some appeal in using an eddy-average velocity in the type-I 
interaction, there are inconsistencies that arise in certain cases. These are most readily observed in the 
case of tracer particles. Particles that exist in fluid elements with velocities differing from the eddy-
average velocity can cross out of the eddy even though they remain associated with fluid elements. This 
results in a shorter eddy interaction time and less dispersion than that of the actual fluid elements. 
Naturally, this breaks the coincidence of fluid and tracer particles in type-I interactions. This early 
crossing effect is severe for tracer particles when the eddy-average box velocity is used, leading to 
significantly reduced tracer dispersion. It is possible to alter model coefficients to recover the appropriate 
particle dispersion, but differences will remain between the fluid and tracer evolution, and we find that the 
dependence of the dispersion on the Stokes number (or particle Froude number) is not correct.   

For type-C eddies, the particles do not match the tracer limit and the sensitivity to the local versus eddy-
averaged velocity is less significant. Further, the application of the local velocity is more complicated for 
type-C eddies since it evolves in time. For these reasons, the simpler eddy-averaged velocity is 
implemented for type-C eddies. 

Dispersion can be interpreted in two senses: Einstein described Brownian motion using the rate of 
instantaneous displacements, while Taylor expressed fluid dispersion as the cumulative effect of velocity 
fluctuations over correlation times. The type-I and type-C approaches to evolving particles can be viewed 
as implementing approaches of Einstein and Taylor, respectively. While both approaches are valid, the 
existence of velocity statistics and some advantages of the type-I model (matching the tracer limit 
described above) encourages the development of velocity statistics in the context of the type-I model. For 
type-C eddies, the triplet-map driven eddy advection is observed during the diffusive time evolution since 
eddy velocities are mapped onto the spatio-temporal eddy box. For type-I eddies, the triplet map 
advection is observed instantaneously from the diffusive time evolution perspective. In order to better 
interpret the ODT processes, statistics for velocity evolution that would have led to the given 
displacements are obtained by defining the particle velocity histories. These velocity histories are 
composed of the velocity observed during diffusive evolution and, added to this, the velocity that would 
have led to triplet map displacements. This velocity leading to the displacements is mapped backward 
over the eddy interaction time.  This is discussed and applied in detail in Ref. [8]. 

Two-­‐way	
  particle-­‐fluid	
  coupling	
  
When the particle loading represents a significant fraction of the fluid mass, the particle phase will 
influence the flow through the exchange of momentum between the phases.  This interaction is referred to 
as two-way coupling, and a key feature of two-way coupling for small particles of interest here is the 
reduction in the turbulence intensity and turbulence spreading rates because the particles reduce the 
velocity fluctuations.  We have developed models to account for the influence of particles on the 
turbulence within the ODT context.  The momentum coupling between the fluid and particle phases is 
accounted for directly during the diffusive advancement of the flow.  During turbulent advection, the 
primary effect is through the eddy rate expression.  In general the eddy rate expression is obtained from a 
measure of the available kinetic energy over the length of an eddy.  In two-way coupling, the rate is 
adjusted in accordance with the change in particle momentum that would be associated with an eddy.  In 
brief, the rate expression is the square root of the available kinetic energy per eddy length squared.  The 
expression for the available kinetic energy is written as an integral over the eddy domain 



 

19 

 ΔEi =
1
2

ρ vi '+ ciK + biJ( )2 − vi2⎡
⎣

⎤
⎦∫    

where vi is the i-velocity component and the prime denotes its value after the triplet map.  The term ciK is 
a function that is added to the velocity component with the role of exchanging kinetic energy between the 
three velocity components, analogous to the pressure-scrambling and related return-to-isotropy effects 
that are well known to occur within turbulent flow [2].  The term biJ is the term that enforces momentum 
conservation for the velocity component [3]. In two-way coupling, the coefficient bi is set to conserve 
momentum between the phases, and it is directly proportional to the exchange of momentum between the 
fluid and particle phases during an eddy.  If the fluid would lose momentum to the particles during an 
eddy event, this term can reduce the eddy rate, or equivalently reduce the probability that a given eddy 
will occur.  A detailed explanation of the expression and associated results will be given elsewhere [14].   
Brief results are presented below in the section on Turbulent dispersion in particle-laden jets.	
  

Tabular	
  properties	
  for	
  fast	
  reacting	
  flow	
  calculations	
  
For combined particle-flame simulations, the time required to simulate finite-rate chemistry becomes an 
issue.  Since the objectives of the present work do not include analysis of finite-rate chemical kinetics, but 
rather use the chemistry as a heat source, we have elected to develop a tabulation algorithm to describe 
the steady flame state as a function of a reduced set of parameters: the relative mass fractions of fuel 
derive elements referred to as the mixture fraction calculations to eliminate the fast chemical time scales 
from the calculations.  This allows calculations limited by diffusion rather than chemical time scales. 

We have implemented a two-dimensional table lookup algorithm that takes flamelet profiles as a function 
of the mixture fraction and its dissipation rate and returns the full chemical state.  The tabulation provides 
composition, temperature, density, mean molecular weight, heat capacity, and other thermodynamic and 
transport data used in the simulation.  Figure 5 shows the temperature field versus the mixture fraction 
and log of the scalar dissipation rate.  The ODT code transports the mixture fraction and the scalar 
dissipation rate is computed from the mixture fraction profile.  These two quantities are then used to look 
up properties (such as temperature) in the table as needed. 

 

Figure 5.  Flamelet table of temperature versus mixture fraction and scalar dissipation rate . 	
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Particle	
  Simulation	
  Results	
  in	
  Isothermal	
  Flows	
  
Results of particle simulations are presented for four isothermal flows: (1) dispersion in homogeneous 
turbulence, (2) dispersion in dilute jets, (3) dispersion in jets with significant two-way coupling, (4) 
particle deposition in channel flows.  These results serve to validate various aspects of the particle 
simulation model.  In the next section the simulations are extended to several non-isothermal flows that 
provide sample results of relevance to determining particle time-temperature histories.  

Turbulent	
  dispersion	
  in	
  homogeneous	
  turbulence	
  
As relatively few studies have been performed of particle flows using ODT, the type-I particle model was 
validated for particle dispersion in decaying, homogeneous turbulence.  Homogeneous turbulence is a 
well-studied flow configuration and allows us to focus on the particle model and dispersion physics.  A 
paper was written as part of this project and has been accepted for publication in Physics of Fluids [8].  
Here, a summary of the important results is presented. 

We compare the ODT model to two classic experiments: those of Snyder and Lumley [15], and Wells and 
Stock [16].  These experiments generate turbulence by flowing air through a grid of bars.  The turbulence 
intensity decays with time.  Particles of varying sizes and densities are injected into the flow at a given 
point and the position measured.  Statistics of many particles are gathered to determine the particle 
dispersion and other key properties.  In the experiments of Snyder and Lumley (S&L), four particles were 
used: hollow glass (HG), corn pollen (CP), solid glass (SG) and copper (C).  The experiment is run 
vertically, with particles accelerated by gravity.  In the experiment of Wells and Stock (W&S) two 
particle sizes were measured, and an electric field applied to vary the body force on the particles.  Both of 
these experiments used inertial particles with different Stokes numbers.  A major objective was the 
investigation of the trajectory crossing effect, that occurs when particles are transported out of an eddy in 
a time less than the eddy lifetime.  This generally occurs due to the body force accelerating particles, and 
results in reduced particle autocorrelation times and reduced particle dispersion. 

The particle properties for the S&L case are summarized in Table 1, and for the W&S case in Table 2. 
Simulations were performed using 2048 ODT realizations.  The ODT velocity was initialized using a sine 
wave with a wavelength equal to the turbulence grid spacing of 1 inch and an amplitude giving the same 
variance as a uniform profile (at U0=6.55 m/s) that is blocked (u=0) at the bars making up the grid.    

Table 1. Particle properties of Synder and Lumley [15]. 

Property Hollow Glass Corn Pollen Solid Glass 

Diameter (µm) 46.5 87 87 

Density (kg/m3) 260 1000 2500 

τpf (ms) 1.7 23 58 
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Table 2. Particle properties of Wells and Stock [16].  

Diameter (µ m) Density (kg/m3) τpf (ms) Terminal velocity 
(cm/s) 

Particle 
acceleration 

(m/s2) 

5 2475 0.192 5.86 305.2 

" " " 17.06 888.5 

" " " 20.91 1089.1 

" " " 23.65 1231.8 

57 2420 24.4 0 0 

" " " 25.8 10.6 

" " " 54.5 22.3 

" " " 108 44.3 

 

 
Figure 6. Homogeneous turbulenc decay rates on log (left) and linear (right) scales. 

Figure 6 shows the ODT velocity decay compared to the experimental values of S&L and W&S.  The 
ODT simulation is able to capture the expected power law decay rate.  The figure shows results on a log 
and linear scales.  
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Figure 7. Particle dispersion for the S&L cases (left) and W&S cases (right).   

	
  
Figure 8.  Normalized particle dispersion coefficient versus normalized particle terminal velocity. 

The particle dispersion for the S&L and W&S cases is shown in Figure 7.  The ODT particle parameter is 
βp =0.05.  The results show good agreement with the experimental data for the three S&L particle types 
modeled.  As the particle timescale decreases, the dispersion increases, so that heavier particles are 
dispersed less than lighter particles.  The hollow glass particles are light enough to behave nearly as fluid 
particles.  The downward bend in the curves in Figure 7, with larger, heavier particles having a curve with 
a lower slope is a result of the trajectory crossing effect.  Heavier particles have a higher terminal velocity 
under the influence of a body force.  This results in these particles crossing more rapidly from one eddy to 
another, without the eddy imparting to the particle the full dispersive effect.  With more rapid crossing the 
dispersion is reduced as shown in Figure 8.     

The effect of the ODT particle parameter βp on the dispersion results is illustrated in Figure 8.  The figure 
shows the particle dispersion coefficient, normalized by the fluid particle dispersion coefficient, for 
various values of βp. The dispersion coefficient is plotted versus the particle terminal velocity normalized 
by the fluid turbulent velocity u', denoted γ.  At low values of γ, particles remain in an eddy for the 
duration of the eddy and the trajectory crossing effect does not occur.  At higher values of γ, the terminal 
velocity is higher, resulting in trajectory crossing and reduced dispersion compared to the fluid particle 
dispersion.  Higher values of βp result in lower particle dispersion.  The model compares best with the 
data when βp=0.05, but it is clear that there is a strong sensitivity of particle dispersion to this parameter 
as it effectivly scales the particle-eddy interaction.  The increased trajectory crossing with increasing βp 
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and increasing τp is illustrated in Figure 9, which shows the fraction of particle eddy interactions that 
result in particles crossing out of eddies before the full eddy duration βpτp.     

The particle dispersion coefficient may be written as Dp = Δx2
PEI/ΔtPEI, where ΔtPEI is the time between 

eddy interactions, taken as τe, and ΔxPEI is the product of the particle eddy interaction (PEI) time and an 
eddy velocity: ΔxPEI = τive. In the trajectory crossing limit, the interaction time is the eddy size divided by 
the particle terminal veloity: ti=l/(2gτp), and the eddy velocity is ve=Δxe/βpτe, where Δxe is the triplet map 
displacement. Substituting these definitions into the expression for Dp gives 

𝐷! =
!!!!

!!!!!!!!

! !
!!

. 

This gives Dp ~ τp
-2 in the trajectory crossing limit, which is the same behavior observed in Figure 8 at 

large γ where the slope of the curve on the log-log scale is -2. 

Other properties including the particle integral timescale, and particle turbulent kinetic energy were 
studied, as well as their dependence on the particle parameter βp.  In general, the ODT model is able to 
capture detailed particle dispersion statistics in turbulent flows.  This validation study lends confidence to 
the model as more complex flow configurations are studied, such as jets, wall-bounded flows, and 
reacting flows. 

 

Figure 9. Fraction of particle eddy interactions that result in particles crossing out of an eddy before the eddy 
duration βpτp. 

Turbulent	
  dispersion	
  in	
  dilute	
  jets	
  
In most flows the turbulence is inhomogeneous, as occurs in jet flows, for example.  In this section we 
compare dispersion over a range of particle and fluid time scales with measurements of Ref. [17].  Two 
nozzle diameters and three different gas exit velocities provide a range of fluid time scales.  Two different 
particle diameters provide a simultaneous range of particle time scales resulting in a broad range of 
Stokes numbers. Figure 10 shows particle dispersion compared with measurements over the range of 
Stokes numbers and Reynolds numbers, while Figure 11 shows the particle velocities.  

The jet configuration provides another good venue for indicating the sensitivity of the predictions to the 
value of the parameter βp.  In Figure 12 the dispersion for two of the cases can be compared for two 
different βp values.  This figure illustrates a general truth that the parameter βp has a more significant 
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effect on particles with larger Stokes numbers.  This is related to the larger slip velocity and the greater 
ability of particles with large slip velocities to cross eddies, reducing the eddy interaction time and thus 
the eddy dispersion.  Slip velocities can also be important for impulsively accelerated flows as occurs 
with pressure waves.  In general, the parameter βp is not significant for very small particles that follow the 
fluid flow, that is for particles with Stokes numbers much less than unity.  The dispersion of the smallest 
particles is more closely linked to the turbulent flow evolution. 

 
Figure 10: Predictions and measurements [17] of particle dispersion in dilute jet flows.  Particle Stokes numbers and flow 
Reynolds numbers are indicated in each panel. 
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Figure 11: Predictions and measurements [17] of particle velocities in a dilute jet with a 7 mm nozzle. 

 
Figure 12: Dispersion predictions for two different values of βp in dilute jet flows (7 m nozzle, Re = 10000) (c.f. Figure 10). 

Turbulent	
  dispersion	
  in	
  particle-­‐laden	
  jets	
  
When particle loading is sufficiently large, the momentum transfer between the fluid and particle phase 
alters the flow and (for particles that are not large relative to turbulence scales) reduces the intensity of the 
velocity fluctuations.  The two-way coupled flow capability is evaluated for flows where this is true.  In 
this section we present what we will refer to as preliminary results since there are aspects of the model 
that are still under evaluation.  The particle-laden jets as measured by Ref. [18] are used for comparison 
purposes here.  These jets issue from a 1.42 cm nozzle at 11.7 m/s.  We consider two different particle 
sizes (25 µm and 75 µm) having moderate Stokes numbers (3.6 and 10.8) and several different mass 
loading ratios (the relative mass flux of the fluid to the particle phase).  In Figure 13, the fluid mean and 
fluctuating velocities are shown, and it is evident that the particle-laden jet mixes more gradually: the 
centerline velocity decays more gradually, and the turbulent fluctuations develop more gradually.  Figure 
14 and Figure 15 show the varying degree to which the flow is affected by different particle mass loading 
ratios and by different particle sizes.   



 

27 

 
Figure 13: Comparison of predictions and measurements for flow without particles (labeled as the single-phase 
experiments) and the 50% solids loading with a particle Stokes number of 3.6.  

 
Figure 14: Comparison of predictions and measurements for flow with 25% and 50% solids loading with 25 µm particles.   

 
Figure 15: Comparison of predictions and measurements for flow with 25%, 50% and 100% solids loading with 75 µm 
particles. 
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Particle	
  dispersion	
  and	
  deposition	
  in	
  channel	
  flows	
  	
  
Another important configuration to study for particle-fluid interactions is channel flow.  The 
inhomogeneities in turbulence fluctuations as the wall is approached lead to a net particle flux toward the 
walls that can be measured in an enhanced deposition process over certain parameter ranges.  We have 
investigated the prediction of this deposition flux for the conditions described in Ref. [19].  The relevant 
parameter is the particle time scale normalized by the boundary layer friction time scale, referred to as τp

+. 
For particle deposition, three regimes are generally observed: For very small particle time scales, 
Brownian motion is the dominant deposition mechanism. This mechanism is not included within the ODT 
code at this point, although it can readily be included if required, and no predictions are made in this 
regime (τp

+ < 1).  For intermediate particle time scales, the deposition rate is a strong function of the 
particle time scale because inhomogeneous fluctuations tend to move particles toward the wall. This is the 
region that we have focused on to evaluate the ODT model's ability to handle inhomogeneous turbulence.  
Results for this regime are shown in Figure 16 for the conditions in Ref. [19].  For larger particle time 
scales, the particles are less affected by the turbulent fluctuations over the boundary layer and the 
deposition rate is reduced.  Schmidt and Kerstein have argued using results of the ODT model that the 
observed fall off in the deposition rate may be even more significant in certain asymptotic limits that are 
difficult to measure [13].  

 
Figure 16: ODT predictions of wall deposition rates compared with measurements from Ref. [19].   
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Particle	
  Simulation	
  Results	
  in	
  Non-­‐isothermal	
  Flows	
  
In this section we discuss particle time-temperature histories in non-isothermal flows.  We focus on 
results for a high temperature jet interacting with particles of varying time scales that are initially outside 
the jet.  The flow is bounded on one side by a wall.  This particular configuration includes much relevant 
physics, but is not studied elsewhere (i.e. no measurements are available) so that validation is not 
possible.  However, in none of these cases have we been able to find any measurements of particle 
heating.  This points to the need for methods of studying these flows as provided by the current ODT 
particle models.  

In carrying out non-isothermal flow simulations with the ODT model, it is important to note the 
continuity model applied in these simulations.  The one-dimensional continuity equation is  

 
∂ρ
∂t

+ ∂ρu
∂x

= 0   (10) 

where u is here the velocity component along the ODT domain.  Equation (10) requires any density 
changes associated with mixing to result in dilatational velocity changes [9].  For wall bounded flows, the 
wall boundary condition fixes the wall velocity so that dilatational velocities will tend to increase with 
increasing distance from the wall.  In the present wall-bounded simulations this will be significant in the 
early mixing period where the fast initial mixing leads to rapid dilatation and velocity change.  In free 
shear flows including the jet flows presented below the dilatation velocity is equally distributed, 
equivalent to matching pressure gradients on each end of the domain.  In reacting jets, the dilatation is 
very strong and this dilatational velocity is also found to have an effect there.  

Prior to addressing the simulation results, we discuss time scales.  The results here can be generalized to 
some degree by appropriate normalization of the relevant time scales.  Since there are no particular 
experiments to compare to, it is the ratio of time scales that is relevant here, for example the ratio of 
particle to flow time scales.  Particle time scales have been selected based on heating time scale estimates 
that suggest single spore time scales are on the order of 10-4 s [4].  For small aggregates with on the order 
of ten particles, heat transfer to internal particles can be an order of magnitude slower [20-22].  In actual 
applications, it is likely that larger aggregates will exist with commensurately longer time scales.  We 
have presented results here with particle time scales that vary from approximate time scales expected for 
single particles (3×10-5 s here) and up to three orders of magnitude larger.  Fluid time scales have been 
selected so that single particles essentially follow the gas-phase flow while the largest particles 
significantly lag relative to the gas phase.  Because the range of particle-to-flow time scales covers a wide 
range, it is possible to extend the results to other parameter regimes with suitable normalization. 

A	
  high-­‐temperature	
  jet	
  interacting	
  with	
  surrounding	
  particles	
  
This subsection describes the configuration for a high temperature planar jet with significant kinetic 
energy (velocity) that then interacts with particles in a surrounding quiescent region.  The basic 
configuration is depicted in Figure 17.  On the left side of the domain the flow is bounded by a wall while 
on the right side of the domain the flow is open.  Particles are located in the region between the high 
velocity, high temperature jet and the wall and also on the opposite side of the jet where the flow is 
unbounded.  The initial particle locations are at y0 = 0.02, 0.04, 0.06, 0.08, 0.27, 0.29, 0.31 and 0.33 m 
with the jet initial location extending from y = 0.1 to 0.25 m.  To better denote their position relative to 
the jet, in the results the initial particle positions are expressed in terms of the jet radius with particles on 
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the wall side having negative initial position.  In terms of Rj = 0.075 the initial particle positions are given 
below as y0 = −2.07Rj, −1.8Rj, −1.53Rj, −1.27Rj, +1.27Rj, +1.53Rj, +1.8Rj and +2.07Rj. 

We note here that particles and fluid elements starting from a given location can disperse in either 
direction leading potentially to converging or non-converging paths (denoted as wavy lines in Figure 25).  
That is, a particle moved by dispersion closer to the high temperature jet would be expected to experience 
more interactions with high temperature gases while a particle starting from the same location could 
instead be dispersed away from the high temperature jet so that it experiences fewer interactions with high 
temperature gases.  This can be expressed in terms of sequential conditional probabilities.  We denote the 
conditional probability density function (CPDF) for the later position of particles originating at y0 as P(y | 
y0) and the CPDF for the gas temperature observed by that particle as P(Tg | y0).  These are related by the 
gas temperature CPDF P(Tg | y) through the relation P(Tg | y0) = P(Tg | y) P(y | y0).  Statistics for each of 
these quantities are available from the ODT simulations.  

 

 
Figure 17.  Schematic of hot jet configuration showing from left to right, (black) wall, (blue) array of four particle initial 
locations and hypothetical particle paths moving either toward wall or hot jet, (red) hot jet initial location (dashed) and 
dispersion of fluid elements both toward jet center and away from jet center, (blue) another array of four particle initial 
locations.  

The jet Reynolds number based on the initial velocity and thickness is 225000, and the flow time scale 
based on the ratio of the velocity to the thickness is 5×10-4 s.  The jet is taken to be the products of a 
stoichiometric ethylene flame, having an initial temperature of roughly 2300 K.  We note here that the 
high temperature jet has a low density, so that mixing results in a narrowing of the jet in a mass-weighted 
sense that shows less dispersion in terms of temperature than a jet without the strong density variation; 
this is a consequence of the differences in the density between the jet and the surrounding ambient fluid.  
Also, this jet carries less momentum and kinetic energy per volume than a jet at ambient temperatures.  In 
Figure 18 the average temperature field is depicted as it evolves over the duration of the simulation.  The 
average temperature field is rapidly mixed in the early evolution when the time scales are shortest.   The 
turbulence time scales start with the above noted 5×10-4 s based on the initial jet velocity and thickness 
and are expected to linearly increase in time after an initial transient so that for most of the duration 
shown here, the time scale is expected to be comparable to, though several times less than, the evolution 
time; results are presented below.   

high  
temperature 

jet 
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Figure 18.  Temperature contour plot across the time-space domain covered by the ODT simulations presented in this 
section.  The wall is at position 0 and the jet is initialized from 0.1 to 0.25 m. 

Figure 18 also shows traces of the average particle position in time.  Particle positions are discussed in 
detail below, but the trajectories here are a consequence of dilatation and inhomogeneous turbulence 
leading to inhomogeneous dispersion.  The density difference described above will be significant in 
interpreting the results and is further discussed here.  The hot jet is initially seven times less dense than 
the ambient air.  While the hot jet initial width exceeds the thickness of the wall-side ambient region, the 
mass of air in the wall-side region is five times greater than the mass of air in the hot jet. As a 
consequence the mixing of the hot gases into the ambient air results in substantial and rapid cooling. 
Naturally, the unbounded ambient air on the far side plays a comparable role.  

With four particles distributed on each side, we can estimate the degree of hot jet dilution that would 
occur before the gases containing the particles are entrained.  A simplistic estimate is made by 
recognizing that the mass of air separating each particle and the jet is approximately equal to the mass of 
hot gases in the jet.  That is, to a first approximation the hot jet would have been diluted twice (by equal 
amounts on either side to roughly one-third of the temperature difference) in order to mix with the nearest 
particles on the wall and far sides.  The jet would have been diluted four, six and eight times in order to 
mix with the successive pairs of particles on each side of the jet.  This simplistic analysis suggests that the 
jet maintains a square profile, that there are no turbulent fluctuations that disperse the particles and that 
there is symmetry between the wall and far sides.  None of these conditions is satisfied, but the point to be 
noted is that the mass of air initially between each pair of particles is comparable to the mass of the hot jet 
and this provides an estimate of the degree of dilution to be expected.  It will be seen that turbulence 
provides large fluctuations about this first estimate.   

The flow interaction with particles is characterized by the evolution of time scales along with the 
evolution of the scalar (temperature) field shown in Figure 18.  To further describe the flow field, the 
turbulent kinetic energy and its dissipation rate are computed from the ODT velocity field statistics. From 
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these values, estimates for the integral time scales and the turbulent diffusivity can be obtained and 
contour plots of these quantities appear in Figure 19.  These provide a qualitative overview of the flow 
field evolution.  The variation of the integral time scale across the domain with evolution time is shown in 
Figure 20.  The integral time scale is initially much shorter as seen in Figure 19, but it increases, roughly 
linearly, as turbulent mixing occurs so that the relevant integral time scales for most of the evolution are a 
few times less than the evolution time.  This is between the time scales for the two sets of larger particles 
with τp = τh = 3e-3 s and τp = τh = 3e-2 s.  The spatial variation of the turbulent diffusivity across the 
domain is also shown in Figure 20 for different evolution times.  The inhomogeneity in the turbulent 
diffusivity evident in Figure 20 will be significant in interpreting the results below.  Fluid elements in 
regions of higher turbulent diffusivity will be more strongly dispersed and particle dispersion following 
the fluid elements should be similarly affected.  There are two effects to note related to dispersion.  First, 
during the development of the jet, there is a strong separation between the turbulent jet region with strong 
dispersion and the surrounding region with essentially no dispersion.  Second, late in the evolution the 
turbulent region takes on characteristics of a boundary layer flow with increased dispersion farther from 
the wall associated with greater length scales; this latter phenomenon, while important to capture for 
fidelity, ends up not playing a significant role in the present results. 

 

 
Figure 19.  Contour plots for the integral time scale and turbulent diffusivity estimated from the turbulent kinetic energy 
and its dissipation rate. 
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Figure 20.  Turbulence characteristics at different times across the domain.  The left panel shows the integral time scale 
estimated from the turbulent kinetic energy and its dissipation rate while the right panel shows the turbulent diffusivity 
estimated from the same quantities.  Profiles are truncated in laminar regions to avoid division by zero.   

 

 
Figure 21.  Instantaneous (single realization) profiles of particle evolution.  Upper left, position of four particles versus 
time; upper right, gas temperture in the particle environment for four particles; lower right, particle temperature for 
four particles; lower left, gas and particle temperature for single particle. 

In Figure 21 a series of instantaneous profiles from a single realization correspond to a particle with τp = 
τh = 3e-3 s are presented for reference.  Single realizations like this have limited meaning, but the 
ensemble of these simulations provides statistical properties of turbulent multiphase flow.  The results 
show typical trajectories for several particles exhibiting intermittent motion characteristic of the ODT 
model. The gas temperature field observed by these particles and the particle temperature response to that 
field are also shown.  The temperature results show how these particles act to filter high frequency 
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temperature fluctuations, and this is particularly clear in the lower left panel of Figure 21 where the gas 
and particle temperature for a single particle are overlaid.  We note here that, while these particles appear 
to significantly filter the high frequency gas temperature fluctuations, the average and root mean square 
(rms) gas and particle temperature statistics look quite similar (c.f. Figure 26 and Figure 31).  

Particle	
  positions	
  as	
  a	
  function	
  of	
  particle	
  time	
  scales	
  and	
  relative	
  position	
  
Particles are initially located outside the jet, either to the ‘wall side’ or to the ‘far side.’  This 
nomenclature will be employed in the discussion.  As discussed above, four particles are evenly 
distributed on either side of the jet such that the spacing between the wall-side particles is even between 
the jet and the wall.  The mass of air between each set of particles is comparable to the mass in the jet as 
is the mass of air between the nearest particles and the jet.    

Figure 22 shows the average wall-side particle positions and their dispersion about the mean position.  
There is an initial delay before the jet interacts with the particles evident in both plots.  After the jet 
interacts with particles, the particles are dispersed as expected with the particles nearest the high intensity 
mixing regions having higher dispersion rates.  The intensity also varies across the mixing region so that 
the average position shows entrainment of particles into the jet.  This is partially due to the dilatation of 
the flow as hot gases near the jet center are cooled and partly due to the inhomogeneous nature of the 
turbulence discussed below. The spatial inhomogeneities in the turbulence along the ODT domain are 
shown in Figure 20.  These inhomogeneities in the turbulence lead to inhomogeneous particle dispersion. 
This inhomogeneous particle dispersion is clear in the particle position PDFs shown in Figure 23 where 
the PDF develops a long tail toward the center of the hot jet region where the turbulence is more intense.  
These PDFs are conditional position PDFs where the conditioning is on the original particle location and 
its time scales; this can be formally denoted as P(ypos| y0,τp,τh).   The particle PDFs for the wall-side 
particles also show the dispersion of some particles to the walls where they stick (as prescribed in the 
model). This dilatation and inhomogeneous turbulence leads to another unusual result that is the greater 
dispersion of larger particles.  This greater dispersion of the larger particles is attributed to these particles 
being in regions of higher turbulence as indicated by their average positions in Figure 22.  

 
Figure 22. Average (left) and variance (right) particle positions for wall-side particles.  From the wall to the jet, particle 
initial locations are denoted with blue circles (y0 = −2.07Rj), red gradients (y0 = −1.8Rj), green squares (y0 = −1.53Rj) and 
black triangles (y0 = −1.27Rj).  Particle time scales are denoted by line pattern with solid denoting τp = τh = 3e-2 s, dash-
dot denoting τp = τh = 3e-3 s and dashed denoting τp = τh = 3e-5 s. 
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Figure 23.  Particle position PDFs for particles with y0 = −1.8Rj (left panel) and y0 = −1.27Rj (right panel) at various 
evolution times.  Small particles (τp = τh = 3e-5 s) denoted with dashed lines while large particles (τp = τh = 3e-2 s) denoted 
by solid lines.  Note that times for different particles will differ because of the times at which the plume interacts with 
them. 

Average positions and dispersion for the far-side particles are shown in Figure 24.  Here the nature of 
dilatation in the ODT model, with the wall displacement being fixed and the dilatation increasing away 
from the wall, is evident as the initial average behavior is for particles to be pushed away by this dilation 
until the jet interacts with them.  For the smaller particles (dashed and dash-dot lines in Figure 24) the 
particles largely follow the flow.  Particles initially move outwards due to dilatation; as the turbulence 
interacts with these particles, the inhomogeneous nature of the turbulence (Figure 20) leads to more 
dispersion toward the jet center.  This is particularly evident in the particle position PDFs shown in Figure 
25 for the nearest and second nearest particles on the far side. In the PDFs an initially narrow distribution 
develops prominent tails toward the jet center with more gradual spreading of the distribution away from 
the jet center where the turbulent mixing is less intense.  

The behavior of the large particles (τp = τh = 3e-2 s) differs significantly from the smaller particles.  In the 
earliest mixing period there is strong jet mixing leading to rapid dilatation evident in Figure 24.  Initially 
these larger (heavier) particles lag behind the small particles and fluid elements.  The turbulent mixing 
rapidly reaches the nearest particle to the jet; it is entrained first and is mixed well into the jet.  The inertia 
from dilatation carries other larger particles mostly beyond the early turbulence and these particles are not 
entrained by the hot jet until late.  This different behavior is evident in the solid lines describing these 
large particles in Figure 24.  There the nearest large particles (black solid line) are entrained more and 
experience more dispersion than fluid elements because they lag behind the dilatational flow.  The other 
farther largest particles (other solid lines) follow inertial trajectories beyond the fluid elements and do not 
undergo significant dispersion until later (Figure 24).  Because these particles interact much less with the 
turbulence, we will focus less on those results.  The particle PDFs for the larger particles are also shown 
in Figure 25.  The nearest larger particles (left panel) mix more rapidly than the smaller particles because 
they exist within the higher intensity turbulence regions of the jet.  The farther larger particles (right 
panel) have delayed mixing because of their position beyond the majority of the turbulent region with 
only a tail in the distribution developing late in the simulation. 
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Figure 24.  Average (left) and variance (right) particle positions for far-side particles.  From the far field to the jet, 
particle initial locations are denoted with blue circles (y0 = +2.07Rj), red gradients (y0 = +1.8Rj), green squares (y0 = 
+1.53Rj) and black triangles (y0 = +1.27Rj).  Particle time scales are denoted by line pattern with solid denoting τp = τh = 
3e-2 s, dash-dot denoting τp = τh = 3e-3 s and dashed denoting τp = τh = 3e-5 s. 

 
Figure 25.  Particle position PDFs for particles with y0 = +1.27Rj (left panel) and y0 = +1.53Rj (right panel) at various 
evolution times.  Small particles (τp = τh = 3e-5 s) denoted with dashed lines while large particles (τp = τh = 3e-2 s) denoted 
by solid lines.  Note that times for different particles will differ because of the times at which the plume interacts with 
them. 

Gas	
  temperatures	
  observed	
  by	
  particles	
  around	
  the	
  hot	
  jet	
  	
  
To predict the particle temperatures, it is first necessary to understand the temperature environment to 
which the particles are exposed.  In the previous subsection the particle position distribution was 
described.  This particle distribution is relative to a temperature field distribution.  That is, both the 
particle position and the temperature at that position are random variables.  It becomes challenging to 
represent these successive levels of random variables so we present here simply the statistics for a given 
class of particles, those starting at the same initial condition with the same properties (τp and τh).    

In Figure 26 the average and root mean square gas temperatures observed by wall-side particles are 
plotted.  These quantities are obtained by querying the environment experienced by each particle over its 
history. Particles that are nearer the jet initially are entrained earlier and experience higher temperatures 
as the jet is less diluted at those times; the rms fluctuations are also commensurately larger.  For the wall-
side particles there is little difference in the temperature environment observed by larger versus smaller 
particles. While there are measurable differences in the average positions and dispersion in Figure 22, 
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these do not translate into significant differences in the observed average gas temperature.  There is some 
correlation between the rms fluctuations in the gas temperature and those of position.  Representative 
PDFs for the particle-observed gas temperature are shown in Figure 26.  Statistics for a given particle 
initial location and properties are collected for the curves here so that the PDF would be written P(Tg| 
y0,τp,τh), that is the statistics are conditional on the particle initial location and properties.   

The temperature evolution shows certain characteristics that are common to all particle classes. All 
particles here originate at ambient temperature.  As the jet mixes with the surrounding air, particles are 
entrained and rapidly heated.  The PDF is highly skewed in the early period with a delta function at 
ambient and long tail toward higher temperatures. The highest temperatures tend to be reached in the 
early stages because the hot jet is subsequently diluted, reducing the maximum temperatures.   The 
observed temperature PDF then develops a mode at temperatures above ambient as the extremes of 
temperature are mixed out.  This mode grows  and narrows with time, subject to drift associated with 
large scale mixing.    

 
Figure 26. Average (left) and rms (right) observed gas temperatures for wall-side particles.  From the wall to the jet, 
particle initial locations are denoted with blue circles (y0 = −2.07Rj), red gradients (y0 = −1.8Rj), green squares (y0 = 
−1.53Rj) and black triangles (y0 = −1.27Rj).  Particle time scales are denoted by line pattern with solid denoting τp = τh = 
3e-2 s, dash-dot denoting τp = τh = 3e-3 s and dashed denoting τp = τh = 3e-5 s. 

 
Figure 27. Observed gas temperature PDFs for particles with y0 = −1.8Rj (left panel) and y0 = −1.27Rj (right panel) at 
various evolution times.  Small particles (τp = τh = 3e-5 s) denoted with dashed lines while large particles (τp = τh = 3e-2 s) 
denoted by solid lines.  Note that times for different particles will differ because of the times at which the plume interacts 
with them. 
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Figure 28. Average (left) and variance (right) observed gas temperatures for far-side particles.  From the far field to the 
jet, particle initial locations are denoted with blue circles (y0 = +2.07Rj), red gradients (y0 = +1.8Rj), green squares (y0 = 
+1.53Rj) and black triangles (y0 = +1.27Rj).  Particle time scales are denoted by line pattern with solid denoting τp = τh = 
3e-2 s, dash-dot denoting τp = τh = 3e-3 and dashed denoting τp = τh = 3e-5 s. 

 
Figure 29.  Observed gas temperature PDFs for particles with y0 = +1.27Rj (left panel) and y0 = +1.53Rj (right panel) at 
various evolution times.  Small particles (τp = τh = 3e-5 s) denoted with dashed lines while large particles (τp = τh = 3e-2 s) 
denoted by solid lines.  Note that times for different particles will differ because of the times at which the plume interacts 
with them. 

For the far-side particles similar quantities are also plotted.  Figure 28 shows the mean and rms observed 
gas temperatures as a function of the particle type and initial position.  In accord with the differences in 
the average and rms particle positions shown in Figure 24 for the large and small particles, there are 
significant differences in the particle-observed gas temperatures associated with the expected particle 
locations.  This is true for both the average temperature and fluctuations.  The PDFs of temperatures for 
far-side particles closer to the jet are shown in Figure 29.   

As indicated at the start of this subsection, both the particle position and the temperature at each position 
are random variables.  The PDFs plotted in Figure 26 and Figure 29 are thus related to the joint 
conditional PDFs for temperature at a position and for the position given the original particle state, P(Tg| 
y0,τp,τh) = P(Tg| ypos) P(ypos| y0,τp,τh); the latter term is that shown in Figure 23 and Figure 25 while the 
first term on the right-hand side is given for reference at selected positions in Figure 30.  Thus the PDF 
obtained from the Lagrangian particle statistics in Figure 26 and Figure 29 are obtainable from the 
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combinations of those in Figure 23 and Figure 25 with Figure 30.  Consideration of the PDFs shows that 
the variation in both quantities is significant.  This is an important point to note in carrying out CFD 
simulations.  While stochastic models of dispersion are common in the context of CFD, accounting for 
the stochastic variation in temperature is not typical. 

 
Figure 30.  Gas temperature PDFs at indicated positions across the ODT domain at a time of 0.02 s. 
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The previous two subsections have addressed the particle dispersion and the temperature fields associated 
with the particles.  A later subsection will address various interaction times and the relative motion 
between particles and the gas phase.  In this subsection, we address the particle temperatures, the 
integrated effect of the particle-observed environment, integrated using Eq. (1). 

Since there are many similarities between the particle temperatures presented here and the particle-
observed gas temperatures in the previous subsection, the discussion here will be abbreviated.  Figure 31 
and Figure 32 show the average and rms particle temperatures for the wall-side and far-side particles, 
respectively; these can be compared with Figure 26 and Figure 28.  The PDFs of selected particle 
temperatures are shown in Figure 33 and Figure 34 for the wall-side and far-side particles; these can be 
compared with particle-observed gas temperature PDFs in Figure 27 and Figure 29. 

 
Figure 31.  Average (left) and rms (right) temperatures for wall-side particles.  From the wall to the jet, particle initial 
locations are denoted with blue circles (y0 = −2.07Rj), red gradients (y0 = −1.8Rj), green squares (y0 = −1.53Rj) and black 
triangles (y0 = −1.27Rj).  Particle time scales are denoted by line pattern with solid denoting τp = τh = 3e-2 s, dash-dot 
denoting τp = τh = 3e-3 s and dashed denoting τp = τh = 3e-5 s. 
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Particle temperatures are initially all at ambient, and as they are entrained by the hot jet they are heated.  
Particles closer to the jet are entrained earlier before the jet has been substantially diluted, penetrate 
further into the jet on average and experience hotter gas temperatures for both of these reasons. For the 
smaller classes of particles the temperatures follow the gas temperature statistics presented in the previous 
section.  For larger particles where the particle time scale will be seen to be large relative to the 
turbulence time scales, the particle temperatures significantly lag the gas temperature as seen with the 
solid curves in Figure 31 and Figure 32.  Similarly, the PDFs for the larger particles are narrower and 
limited to lower temperatures because the heating time scale is comparable to the evolution time.   In 
Figure 21 it was shown that the moderate time scale particles, (τp = τh = 3e-3 s), acted to significantly 
filter high frequency temperature fluctuations and these differences appear in comparing the gas and 
particle temperature PDFs.  However, it is interesting that these differences are not evident in the first and 
second moments.     

 
Figure 32.  Average (left) and variance (right) temperatures for far-side particles.  From the far field to the jet, particle 
initial locations are denoted with blue circles (y0 = +2.07Rj), red gradients (y0 = +1.8Rj), green squares (y0 = +1.53Rj) and 
black triangles (y0 = +1.27Rj).  Particle time scales are denoted by line pattern with solid denoting τp = τh = 3e-2 s, dash-
dot denoting τp = τh = 3e-3 s and dashed denoting τp = τh = 3e-5 s. 

 
Figure 33. Observed particle temperature PDFs for particles with y0 = −1.8Rj (left panel) and y0 = −1.27Rj (right panel) at 
various evolution times.  Small particles (τp = τh = 3e-5 s) denoted with dashed lines while large particles (τp = τh = 3e-2 s) 
denoted by solid lines.  Note that times for different particles will differ because of the times at which the plume interacts 
with them. 
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Figure 34. Observed particle temperature PDFs for particles with y0 = +1.27Rj (left panel) and y0 = +1.53Rj (right panel) at 
various evolution times.  Small particles (τp = τh = 3e-5 s) denoted with dashed lines while large particles (τp = τh = 3e-2 s) 
denoted by solid lines.  Note that times for different particles will differ because of the times at which the plume interacts 
with them. 

For the larger far-side particles shown in Figure 32 and Figure 34, the differences in the particle position 
continue to be significant.  The larger particles initiated at y0 = +1.27Rj are entrained within the high-
temperature regions of the jet to a greater degree than the smaller particles (c.f. Figure 28) and the 
resulting particle temperature exceeds that of the smaller particles because of the differences in the 
particle trajectory.  Conversely, the larger particles initiated at y0 ≥ +1.53Rj are not entrained in the jet 
until much later; the dilatational flow discussed around Figure 24 causes the trajectory of those particles 
to move beyond the bounds of the jet until later times.    

Maximum	
  particle	
  temperatures	
  as	
  a	
  measure	
  of	
  neutralization	
  
A primary objective of this work is to develop capabilities that are useful in understanding the probability 
that particles exposed to high temperature environments are neutralized.  While the actual mechanism by 
which particles are neutralized is uncertain, research suggests that some heat transfer to internal regions of 
the particle are important and the heating and vaporization of water probably are significant [4].  In 
particular, vaporization of water or any chemical process is likely to introduce some nonlinearities into 
the particle heating process.  We have not tried to capture any of these nonlinearities potentially 
associated with particle neutralization in the present work.  Instead, we measure the maximum particle 
temperature statistics under a fixed particle specific heat assumption as a representative quantity.  Since 
the particle temperature in the present mode follows the linear Eq. (1), short time scales at high 
temperatures are not expected to be significant with this model; nonlinear heating can be, for example, 
more sensitive to short periods of time at high temperatures.   

Distributions of the maximum particle temperature observed are shown in Figure 35.  These show the 
reduced temperatures reached by the large particles due to finite heating rates.  The substantial 
temperature differences of the large particles on the far-side (last three panels) are associated with the 
different particle trajectories discussed above.  The maximum temperature PDFs are narrower than the 
instantaneous particle temperature PDFs shown in the previous subsection since this selects only the 
maximum temperature for each particle and leaves out the variation in individual particle histories.  
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Figure 35.  Maximum particle temperature PDFs.  Top row shows wall-side particles with y0 = −2.07Rj (left panel), y0 = 
−1.8Rj, y0 = −1.53Rj and y0 = −1.27Rj (right panel).  Bottom row shows far-side particles with y0 = +1.27Rj (left panel), y0 = 
+1.53Rj, y0 = +1.8Rj and y0 = +2.07Rj (right panel).  Particle sizes are separated by one order of magnitude with smallest 
particles (τp = τh = 3e-5 s), small particles (τp = τh = 3e-4 s), medium particles (τp = τh = 3e-3 s) and large particles (τp = τh 
= 3e-2 s).   

The interesting question is not necessarily what the distribution of temperatures is, but rather what the 
cumulative fraction of particles is that were not heated above some critical temperature.  The integral of 
the PDFs shown here, the cumulative distribution functions (CDFs), provide that information and these 
are presented for selected particles in Figure 36.  These plots make it easy to select the fraction of the 
distribution for which a specific criterion is met or not met.  For example, the fraction of particles that are 
below 600 K can be found by reading off the vertical line added to Figure 36.  For some particle classes a 
small fraction are below 600 K while for other particle classes most are below this criterion.  
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Figure 36.  Cumulative distributions of the maximum particle temperature.  Wall side particles are shown in the left 
panel with red gradients (y0 = −1.8Rj) and black triangles (y0 = −1.27Rj).  Far side particles are shown in the right panel 
with green squares (y0 = +1.53Rj) and black triangles (y0 = +1.27Rj).  Particle time scales are denoted by line pattern with 
solid denoting τp = τh = 3e-2 s, dash-dot denoting τp = τh = 3e-3 s and dashed denoting τp = τh = 3e-5 s.  Vertical lines 
drawn near 600 K provide a guide for reading the fraction below that temperature. 

Lagrangian	
  particle	
  time	
  scales	
  	
  
The transient nature of turbulence can be represented in a variety of ways.  The statistics presented thus 
far represent only single points in time (except for the maximum particle temperature).  A common 
approach for characterizing the time scales for fluctuations in turbulence is the two-time correlation, 
presented here for the temperature fluctuations, 

 RTg t, s( ) =
Tg '(t)Tg '(t + s)

Tg '(t)
2 1/2

Tg '(t + s)
2 1/2    (11) 

where primes indicate the quantity is the fluctuation about the local mean, angle brackets indicate 
ensemble averaging, t is one time and s is the separation time.  A smaller correlation coefficient indicates 
greater differences in the temperature over that separation time.  The correlation coefficient is plotted for 
the largest and smallest size class of the wall-side particle nearest the jet in Figure 37.  Correlation 
coefficients are computed in the forward and backward time directions with six times shown in Figure 37;  
the curves peak at unity at the time where they are centered.  The correlation coefficients are narrow early 
in time and are stretched as the time evolves.  This reflects the evolution of the turbulent time scale.  Of 
interest here is the fact that the larger particles with the longer time scales have narrower correlation 
coefficients, especially for short separation times where the profiles for the large particles are particularly 
peaked.  The reasons for this will be investigated in the subsequent subsection. 

The integral time scale is defined as the integral over the correlation coefficient either for all time up to 
the current or from the current time forward 

 τ L ,int = R t,τ( )dτ
0

t

∫    or    R t,τ( )dτ
t

∞

∫   , (12) 
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Figure 37.  The correlation coefficient, Eq. (11), for particles initially at y0 = −1.27Rj.  The left panel shows results for 
small particles with τp = τh = 3e-5 s and the right panel shows results for large particles with τp = τh = 3e-2 s.  (Spurious 
values visible at right are a consequence of particles sticking to the wall.) 

 
Figure 38.  Lagrangian integral time scales for temperature computed using Eq. (12).  The left panel shows results for 
particles initially at y0 = −1.27Rj with blue circles for large particles (τp = τh = 3e-2), green + for τp = τh = 3e-3 and red 
triangles for small particles (τp = τh = 3e-5).  The right panel shows integral time scales for small particles (τp = τh = 3e-5) 
with different initial positions: cyan circles (y0 = −1.8Rj), blue x (y0 = −1.53Rj) red gradients (y0 = −1.27Rj), black triangles 
(y0 = +1.53Rj) and green squares (y0 = +1.27Rj).   

where the subscript L indicates that this is a Lagrangian time scale associated with the particles.  In the 
present work the first definition with the integral over the time before t is used because we are interested 
in the cumulative heating time to a point.  In addition, the statistics do not continue for sufficiently long to 
carry out the second integral (nominally to infinity or until the correlation is effectively zero) for times 
beyond 0.02.  The integral time scale computed using Eq. (12) is plotted in Figure 38 both for various 
particle sizes using the initial location from Figure 37.  In general the integral time scales increase linearly 
in time as is expected. It is also seen that the narrowing of the peaks has a relatively small effect on the 
integral time scale.    

While larger particles have initially smaller integral scales, as observed in Figure 38, the effect is small 
relative to the linear growth in the integral time scale.  For the right panel in Figure 38 the most 
significant factor is the initial entrainment time that determines when the time correlation starts to grow 
with the approximately linear growth after the initial transient.  Thus particles initially nearer the jet that 
are entrained earlier have larger integral time scales at any given time.  The particle time scales are of the 
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same magnitude but longer than the integral time scales computed using the typical k-ε parameters as was 
done in Figure 20.  This is typical of Lagrangian statistics [23].  This latter point suggests the potential 
discontinuities associated with ODT triplet maps are not adversely affecting these statistics.   

Time	
  scales	
  for	
  particle-­‐turbulence	
  interactions	
  
As discussed in the Introduction, the interactions of particles with the temperature field are affected by 
three phenomena: the overall evolution of the gas temperature field, the relative motion of the particles 
through the temperature field as indicated by Eq. (4) and the diffusion of the temperature field relative to 
the particles as indicated by Eq. (6).  The integral time scale discussed in the previous section 
characterizes the evolution of the temperature field.  This leads us to examine two distributions introduced 
in Eqs. (8) and (9); these are the distributions of the rates of particle-observed gas-phase temperature 
change due to particle slip through varying temperature fields and due to diffusion of the temperature 
field.   The ODT model provides a unique opportunity to quantify these distributions because of its 
resolution of the full range of length scales up to relatively large Reynolds numbers.    

 

 
Figure 39.  Probability density functions of the time scales associated with particle slip across temperature gradients for 
particle y0 = −1.27Rj.  The upper panels show particles with τp = τh = 3e-2 s and the lower panels show particles with τp = 
τh = 3e-5 s.  The left panels show the PDF and the right panels show the logarithm of the same PDF. 

We first discuss the distribution of the temperature rate of change associated with the motion of particles 

through the temperature field discussed around Eqs. (4) and (8), , plotted 

in Figure 39.  This PDF is plotted in the left column for large particles (top row) and small particles 
(bottom row).  Plotted in this coordinate system, the PDF has a large peak near zero with long tails.  
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These tails are easier to visualize if the logarithm of the probability is plotted as in the right panels of 
Figure 39.  It is evident that rates of temperature change are strongly intermittent.  The intermittency is 
indicated in the figure by the strong central peak where the rate is near zero, with infrequent but not 
insignificant probability at high and low values.  Turbulent flows are characterized by such intermittency 
with fine-scale but intense dissipation structures.  This intermittency is strongest when the fluid time 
scales are small relative to the particle time scales, corresponding to the particles moving through fluid 
structures rather than being carried with them.  This is determined by considering the distribution for the 
large particles (top row, Figure 39) where the fluid time scales are small until near the end of the 
simulation.  For the smaller particles (bottom row, Figure 39) the intermittency decreases (distribution is 
less wide at the tails) as the time scale ratio 𝝉L,int/𝝉p gets larger.    

For intermittent processes like those shown in Figure 39 it is sometimes advantageous to look at the 
logarithm of the rates.  To do this, we separate the positive and negative values and compute the PDF of 
the logarithm of each; these PDFs are plotted in Figure 40 from which several points can be learned.  
First, the PDFs for the positive and negative rates of change (solid and dashed lines, respectively) are very 
close, showing that there is significant symmetry.  Naturally there must be some overall evolution of the 
system, but the random motions associated with turbulence dwarf this, implying that the turbulence 
timescales are small compared to the flow evolution timescale.  Second, for particles and times where the 
time scale ratio τ L ,int /τ p  gets larger there is significant reduction in the magnitude of the fluctuations, 

indicated in the migration of the PDFs to lower values at later times, which is consistent with the 
narrowing of the PDFs in time in Figure 38. This is expected because these smaller particles are 
approaching the small Stokes number limit where there is little slip.  These variations can be further 
quantified by looking at the statistics for the moments of these distributions.  In Figure 41 the averages 
corresponding to the logarithmic PDFs plotted in Figure 40 are shown, quantifying the reduction in the 
magnitude of the rates with time.     
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Figure 40.  Probability density functions of the time scales associated with particle slip across temperature gradients for 
particle y0 = −1.27Rj.  Positive rates of temperature change are plotted with solid lines and absolute values of negative 
rates of change are plotted with dashed lines.  The upper left panel shows particles with τp = τh = 3e-2 s, upper right 
shows particles with τp = τh = 3e-3 s, lower left shows particles with τp = τh = 3e-4 s and the lower right panel shows 
particles with τp = τh = 3e-5 s. 

 

Figure 41.  Average of the logarithm of  for particle y0 = −1.27Rj.     

In addition to the motion of the particles relative to the temperature field, the particles will observe 
temperature changes associated with the diffusional evolution of the temperature field.  The distribution 

of these time scales, , are shown in Figure 42 for the same conditions as 
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presented in Figure 39.  There are similarities in the form of the distribution for these two quantities, with 
both exhibiting a strong peak roughly symmetric around zero with strong intermittency indicated by the 
long tails.   When the logarithm of the PDF is plotted in the right panels of Figure 42 the magnitudes of 
these tails are similar for a given evolution time regardless of differences in particles size.  As above, we 
plot the logarithm of the absolute values of these diffusional rates of change in Figure 43; these can be 
compared with those for the rate of temperature change due to relative motion in Figure 40.  Again, these 
plots of the logarithm of the time scale show little variation with particle size.  This is expected because 
the quantity plotted is associated only with the gas-phase diffusion and not dependent upon the particle 
size as is the slip velocity.   

The results for the rate of change of temperature shown in this subsection show similarities with recent 
statistical analyses of velocity increments of Lagrangian particles and their acceleration [24].  In these 
studies new approaches to measure acceleration and the velocity increments show strong intermittency 
and long tails; such statistics deviate from expectations given the classical Kolmogorov theory.  In that 
work a multi-fractal model has been suggested as providing a possible description of the properties of 
these fields. 

 
Figure 42.  Probability density functions of the time scales associated with temperature diffusion for particle y0 = −1.27Rj.  
The upper panels show particles with τp = τh = 3e-2 s and the lower panels show particles with τp = τh = 3e-5 s. 
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Figure 43.  Probability density functions of the logarithms of time scales associated with temperature diffusion for particle 
y0 = −1.27Rj.  Positive rates of temperature change are plotted with solid lines and absolute values of negative rates of 
change are plotted with dashed lines.   The left panel shows particles with τp = τh = 3e-2 s and the right panel shows 
particles with τp = τh = 3e-5 s. 

 

Summary	
  of	
  results	
  for	
  particles	
  in	
  a	
  wall-­‐bounded	
  hot	
  jet	
  
Several factors play a role in determining the temperature histories for particles interacting with high 
temperature gases.  First, the relative locations and dispersion of particles relative to the dispersion of the 
hot gases is important.  Particles that do not mix with the hot gases until the gases are appreciably diluted 
are limited in the heating to which they can be exposed.  The varying radial distributions used in this 
section show the significance of this.   

When the particle heating and momentum interaction time scales are large relative to the integral scales, 
finite transport effects are significant.  The large particles used in the present study had significantly 
altered mean motion and dispersion as well as significantly reduced heating rates.      

When there is a bulk flow, as occurs on the far side for the hot jet associated with domain dilatation, the 
particle interaction with this bulk flow can significantly affect the time that it interacts with the hot gases.  
For the particles that were closest to the hot jet, they responded less to the bulk flow and were rapidly 
entrained while particles farther away followed trajectories that delayed their interaction with the hot jet.  
Such bulk flows might occur when blasts are followed by additional heat release associated with metal 
particle combustion as occurs in some explosives.  

The statistics of three different time scales were discussed.  The particle-observed temperature 
autocorrelation is used to determine a Lagrangian integral time scale.  These time scales increase linearly 
after the turbulence has developed around the particles as is appropriate for this flow field.  Because the 
integral scale is largely a function of the flow, there is relatively little dependence on the particle 
parameters.  However, the ratio of the particle time to the integral time determines the extent to which 
particles keep up with gas temperature fluctuations.  In the present simulations, the largest particle class 
significantly lags at the scale of the overall flow evolution.   Intermediate and smaller particles will not 
follow the fastest fluctuations but do follow the evolution of the average gas temperatures; this is 
sufficient to see little difference among these particles in terms of particle temperature statistics.   

Other time scales can be associated with the actual rates of particle-observed gas-phase temperature 
change.  There is a time scale associated with particles moving relative to the fluctuating gas temperature 
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field and there is one associated with the diffusional changes in the gas-phase temperature.  The 
distributions of both of these time scales are roughly symmetric about zero, but are strongly intermittent.  
The distributions of the logarithms of their absolute values exhibit more normal distributions.  These time 
scales are a function of the gas-phase diffusive scales since they involve gradients and the scale involving 
the relative motion will also depend on the particle Stokes number.      
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Summary	
   	
  
This report describes an approach to predict the statistics of particle time-temperature histories relevant to 
neutralization of particles through exposure to high temperature environments. To collect the statistical 
quantities of interest, we employ the ODT model. Lagrangian particle tracking has been implemented 
within the context of ODT to allow collection of statistics for particles that move relative to fluid 
elements (finite slip velocities), and this implementation has been evaluated through predictions of 
classical particle dispersion results.  Within the current project year we have made several extensions to 
the Lagrangian particle models within the ODT model.  These include differentiating between continuous 
and instantaneous actions of the turbulent eddies on the particle and two-way coupling between the 
particle and fluid momentum.  Incorporating Lagrangian particles into the ODT model introduces one 
additional parameter relating the eddy rate to the eddy lifetime, and we characterized this parameter 
through an extensive sensitivity analysis. 

To evaluate the performance of the ODT Lagrangian particle modeling capabilities, we have carried out a 
series of simulations for which there is experimental data available for comparison purposes.  This 
includes particle dispersion in homogeneous decaying turbulence, isothermal jets, turbulence 
development in particle-laden jets where two-way coupling is important and deposition of particles onto 
channel walls in channel flow.  In general, the performance of the ODT model has been adequate in each 
of these cases.  While not discussed in this report, evaluation of model performance in each of these 
configurations has provided some further insight into the model and has guided further model refinement 
as discussed in our publication [8].   

To evaluate particle time temperature histories, we carried out simulations of a non-isothermal jet that 
spreads to interact with particles; the flow is bounded on one side by a wall and unbounded on the other 
with particles distributed regularly outside the initial jet region.  Ranges of particle properties were 
provided so that particle momentum and thermal response ranged from fast (following fluid elements) to 
slightly slower than the integral scales.  First and second moments along with PDFs of the particle 
dispersion, the particle-observed gas temperature, the particle temperature and maximum temperature 
were all reported.  Particle Lagrangian temperature autocorrelations were used to compute integral time 
scales.  Time scale distributions associated with the rate of temperature change were determined for both 
changes associated with particles moving relative to the temperature field and changes associated with 
diffusional mixing of the temperature field.  The following points are worthy of note: 

• Dilatation induced significant flow, and this was a key determinant in different statistics 
developing for large particles.  In results not shown here, we note that the role of dilatation in 
altering statistics for larger particles was more significant in combusting flows with greater 
dilatation.  

• Inhomogeneous turbulence significantly affected the particle dispersion as some particles were 
dispersed into high turbulence regions interior to the jet while others were dispersed to low 
turbulence regions near the jet edge. 

• Differences in particle dispersion led to differences in all other statistics due to differences in the 
interaction of the particles with the dispersing jet.   

• Particle-observed temperatures (the gas temperature environment that the particle experienced) 
for a given particle class were a combination of the stochastic variations in particle dispersion and 
jet dispersion, the latter leading to the temperature PDF at a point.  Both components were 
significant. 
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• Particle temperatures were affected primarily by dispersion except for the largest particle class 
where finite-rate heating was significant.  The largest particle class had heating time scales 
slightly longer than the integral time scales.  Rapid temperature fluctuations were observed in 
PDFs but were not reflected in lower moments. 

• Lagrangian gas-temperature autocorrelation functions were computed and used to compute 
Lagrangian integral time scales.  These scales are generally comparable to but larger than the 
Eulerian integral scales obtained from k-ε parameters as is typical for Lagrangian versus Eulerian 
scales.  This latter point suggests the potential discontinuities associated with ODT triplet maps 
are not adversely affecting these statistics.   

• Time-scales associated with rate of temperature change due to particles moving relative to the 
temperature field and changes due to diffusional mixing of the temperature field were 
characterized.  The PDFs were peaked near zero with long tails suggesting strong intermittency.  
Since the rate of particle slip depends on the particle time constant, τp, the distribution of that rate 
of change associated with particle motion showed a strong dependence on τp.  Diffusional 
temperature change, being independent of particle properties, did not exhibit this dependence.  
We took the logarithms of the absolute values for each of these rates and characterized the 
distributions of each; these distributions were more lognormal, and this might be a useful way to 
characterize these distributions.   
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